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The container relocation problem supposes that the whole retrieval chain is identified in advance. This
is practical for vessels where the shipment plan is known ahead in time. But, exact truck arrivals can
barely be predicted and are exposed over time. As a result, the retrieval order is not known in advance.
This paper deals with a dynamic and more practical version of the container relocation problem, where
information about container retrievals becomes revealed over time.
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1. Introduction.

1.1. Problem description.

Container terminals have limited information on exact ar-
rival times and on the arrival order of trucks. It is not uncom-
mon, that terminals obtain this information only when trucks
check in at the terminal gate. When processing the truck at the
terminal gate, a container request is issued to retrieve the corre-
sponding container from the storage area.

Figure 1: Container relocation problem.

Source: Author.
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The terminal operator has to decide in which order to serve
the current container requests and where to relocate blocking
containers. The yard of such a terminal is illustrated in Figure
1. The yard is divided into different blocks. Each block consists
of several bays, each bay of several stacks and each stack of
several tiers. Thanks to new technologies, the terminal knows
exactly at which position (block, bay, stack, tier) each container
is stored and which positions are empty.

The decision is based on known requests, since the terminal
operators has no information on future retrievals. Figure 2 illus-
trates the dynamic container relocation problem. The number
of relocations increases with the stacking height of containers
and is therefore a bigger issue at terminals using stacking cranes
for storage operations.

Figure 2: Dynamic Container relocation problem.

Source: Author.
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The objective is to minimize truck service times. The or-
der in which requests are served impacts truck service times
and the number of relocations. Our main objective is to evalu-
ate the benefit of knowing the retrieval sequence ahead in time,
rather than evaluating different service policies. We suppose
that trucks are served with a first-come, first-served policy. In
this case, truck service times depend mainly on the number of
relocations. Our objective is to minimize the number of relo-
cations. The problem definition relies on assumptions A1 to
A9.

A1: No new containers arrive during the retrieval process.
A2: Only the topmost container of a stack can be picked

up. A relocated container can only be put on the top of another
stack or on the ground.

A3: Containers are only relocated within the bay since re-
locations between bays are very time consuming.

A4: The bay size is limited by the maximum numbers of
stacks and tiers.

A5: Containers in the same bay have the same size and can
be piled up in any order.

A6: The distance traveled within one bay (horizontally and
vertically) has little impact on the time to relocate or to retrieve
containers.

A7: Only containers located above the current target con-
tainer may be relocated.

A8: Container requests become known when trucks are pro-
cessed at the terminal gate.

A9: Trucks are served with a first-come, first-served policy.
Like most other studies, we address the dynamic container

relocation problem with precedence constraints among single
containers and relocate only containers above the target con-
tainer (A7). We call these containers blocking containers. We
use the notation introduced by Caserta et al. (2012) to represent
the container relocation problem. A bay consists of W stacks
and H tiers. Each slot within the bay is addressed with coordi-
nates (i, j) where i ∈ {1, . . . , W} and j ∈ {1, . . . , H}. The initial
configuration contains N containers, labeled 1, . . . , N. Con-
tainers have to be retrieved in ascending order, e.g. container 1
is the first one to be retrieved and container N the last one. At
each time period t (t = 1, . . . , T), container

n = t is retrieved and any blocking containers are relocated.
The container labels are not known from the beginning, but re-
vealed over time. To represent partly knowledge about the fu-
ture retrieval sequences, we introduce a look-ahead horizon D
(D ≥ 1). It indicates that at each period t the exact retrieval
sequence for the next D containers is known: at period t, Da

t = t is the first known retrieval container and Db t = t + D
− 1 the last known retrieval container.

1.2. Related literature.

To the best of our knowledge no scientific literature exists
on the dynamic container relocation problem. But, several ar-
ticles deal with the related stacking problem. The aim is to
find good storage positions for incoming containers based on
partial knowledge about their destinations, weights and depar-
ture times. The main objectives are to use the storage space

efficiently, to reduce traveling times within the terminal and to
reduce the number of relocations. Here, we only present studies
aiming to minimize the number of relocations.

Dekker et al. (2006) and Borgman et al. (2010) evaluate
different stacking strategies and the impact of available infor-
mation via simulation. The performance of each strategy is
measured via the number of relocations, the yard crane work-
load and the level of occupancy of the yard. They show that
stacking containers on ground positions reduces the number of
relocations. They compare scenarios with no information on
future retrievals with scenarios with imprecise information on
future departure times. Results show that using imprecise in-
formation increases the efficiency of the terminal. Park et al.
(2011) present an online search algorithm to decide where to
stack incoming containers. The algorithm tries variants of the
best-so-far policy and can easily adapt to changes at the termi-
nal. Results show that this algorithm can reduce quay crane
delays, but does not obtain the best results for average truck
waiting times.

Zhao and Goodchild (2010) use simulation to evaluate the
use of information on truck arrivals to reduce relocations during
the retrieval process. They run experiments for different levels
of information and different bay configurations. Results show
that already limited information on future arrivals can reduce
the number of relocations. They also show that updating infor-
mation in real time lowers information requirements. Jang et al.
(2013) consider the problem with groups of homogeneous con-
tainers. They present a genetic algorithm for the case where the
retrieval order of groups is known. They also present a statisti-
cal model to estimate the expected number of relocations when
no information on future retrievals is available.

Yang and Kim (2006) consider the problem of stacking in-
coming containers in a way that minimizes the expected num-
ber of relocations. They relocate each container at most once.
They address a static and a dynamic version of the problem.
For the static problem, arrival and due dates of all containers
are known in advance; for the dynamic version, arrival and
due dates become known when containers arrive at the termi-
nal. They use dynamic programming and a genetic algorithm to
solve the static problem and use heuristics based on known de-
parture times to solve the dynamic problem. Preston and Kozan
(2001) present a container location model that minimizes the
time needed to transfer containers from the storage area to ves-
sels. This model includes traveling and relocation times. Khaled
and Faissal (2012) formulate a mixed integer linear program-
ming model and solve the problem via a genetic algorithm.
Khaled (2014) develop a formulation and subsequent develop-
ment of a Six Sigma approach solution for the problem. His
work aims to develop a novel method based on a combined
ANP and DEMATEL techniques to help container terminals de-
termine critical Six Sigma transportation plans.

2. Expected value of relocations.

This section introduces a criterion to indicate the quality of
a given bay layout if we do not have any information on future
retrievals. In this case, all containers in the bay are equally
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likely to be retrieved next. We determine the expected value of
relocations, EVR, necessary to retrieve one container from the
given bay.

Figure 3: Expected value of relocations EVR for two different
layouts with 6 containers.

Source: Author.

To do so, we compute the average number of blocking con-
tainers. Equation (1) defines the expected value EVR. It de-
pends on the number of containers in the bay, N′, and on the
number of containers per stack, s(i) for all i = 1, . . . ,W. Figure
3 illustrates the computation on two examples:

EVRA = 1/6 · ((0+1+2)+(0+1)+(0)) = 0.67
EVRB = 1/6((0+1)+(0+1)+(0+1)) = 0.5.

EVR =
1
N′
.

W∑
i=1

s(i)−1∑
j=0

j (1)

Lemma 1. The minimum difference between the lowest stack
and the highest stack equals 0

if N′ mod W = 0 and 1 if N′ mod W 6= 0.
Proof . The minimum difference between the lowest stack

and the highest stack is obtained if containers are evenly dis-
tributed among stacks. If N′ mod W = 0, each stack has a height
of N′/W; if N′mod W 6 , 0 some stacks have height ⌈N′/W⌉and
others⌊N′/W⌋.

Lemma 2. The expected value of relocations EVR is mini-
mal if the difference between the lowest stack and the highest
stack is minimal.

Proof . We assume that for layout 1 the difference between
the lowest stack and the highest stack is not minimal. Let a be
the lowest stack in layout 1 and b the highest stack. We obtain
layout 2 by moving the topmost container from stack b to stack
a. Let EVRab be the expected value of layouts 1 and 2 without
stacks a and b. We compare the expected value of layouts 1 and
2.

EVR2 − EVR1 =
(
EVRab +

∑s(a)
j=0 j +

∑s(b)−2
j=0 j

)
−

(EVRab +
∑s(a)−1

j=0 j +
∑s(b)−1

j=0 j) = s(a) − s(b − 1)

It is hence possible to reduce EVR by moving one container
from the highest stack b to the lowest stack a as long as s(a)<s(b)-
−1. Consequently, EVR is minimal if the difference between
stacks a and b is minimal.

3. Different relocation strategies.

This section presents different relocation strategies that may
be applied to the dynamic container relocation problem for a
partial known retrieval order of length D.

Strategy S1: Random heuristic
For each container to be relocated, the heuristic randomly

chooses a stack that is not full.

Strategy S2: Leveling heuristics for D = 1 and D = 2
The objective of the leveling heuristic is to relocate con-

tainers in a way that minimizes the expected value of reloca-
tions EVR. Lemma 1 and 2 show that containers should be dis-
tributed equally over stacks to minimize EVR.

For D = 1, only the current retrieval container is known. For
each container to be relocated, the heuristic determines current
stack heights and relocates the container to the lowest stack. If
several stacks have the same height, the leftmost stack among
them is chosen.

For D = 2, the heuristic uses information about the second
retrieval container to keep it accessible. Like before it balances
stack heights by relocating containers to the lowest stack.

But containers are only relocated on top of the second re-
trieval container if no other positions are free. If the second
retrieval container itself has to be relocated, it is relocated to
the highest stack.

The subsequent strategies S3 to S8 determine a partial solu-
tion to retrieve the next D containers with a minimum number
of relocations.

Strategy S3: Relocations are updated every time new infor-
mation becomes available

The problem is solved repeatedly for each period t = 1, . . .
, T with information on containers

n = Da
t , ....,D

b
t . We initialize the model for period t = 1

with variables and constraints corresponding to periods t =
Da

1, ...,D
b
1and solve it. We then adapt the model to the next pe-

riod t = t + 1 by adding variables and constraints corresponding
to period Db

t (since variables and constraints corresponding to
periods Da

t to Db
t − 1are already in the model).

Since it is not possible to revoke decisions taken at earlier
periods we fix variables representing container positions at the
beginning of period t according to the solution obtained in the
previous iteration. We solve the updated model. The process
ends when the time horizon is reached. At each iteration, the
objective function (2) minimizes the number of relocations nec-
essary to retrieve all D containers for the given initial layout.

min
W∑

i=1

H∑
j=2

W∑
k=1

H∑
t=1

Db
t∑

t′=Da
t

N∑
n=t′+1

xi jklnt′ (2)

Strategy S4: Relocations are determined for the next D con-
tainers and are not updated

The complete relocation sequence to retrieve the next D
containers is determined with the information on these D con-
tainers. The solution is not updated if new information becomes
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available. The problem is solved repeatedly at periods 1, 1+D,
1+2D, . . . with information on the next D retrieval contain-
ers. We initialize the model for period t = 1 with variables and
constraints corresponding to periods t = Da

1, ....,D
b
1. and solve

it. We then adapt the model to the next iteration at period t =
t + D by adding variables and constraints for periods Da

t toDb
t .

To prevent revoking decisions taken at earlier periods, we set
variables representing container positions at the beginning of
periods t − D + 1 to t to the values obtained in the previous
iteration. We solve the updated model. The process ends when
the time horizon is reached.

Strategy S5: No detailed information about far-away re-
trievals

We suppose that we know the exact retrieval sequence of
the next D containers. In addition, we know the subsequent D′
containers to be retrieved, but not their exact retrieval order.

Keeping subsequent retrieval containers D′ on top of stacks
should reduce the number of relocations necessary at the next
iteration to retrieve these containers. We introduce integer vari-
ables ai jnt that count the number of containers located above the
next retrieval containersn ∈ D′:

ai jnt =


0 i f container n is not located at position (i, j) at
the beginning o f period t,

R

The objective function (3) penalizes the number of reloca-
tions for the current iteration (periods Da

t to Db
t ). In addition, it

penalizes the number of containers above subsequent retrieval
containers at the beginning of the next iteration at periodDb

t +1.
Constraint (4) defines variables ai jnt for period Db

t + 1for the
next D′ retrieval containers.

min
W∑

i=1

H∑
j=2

W∑
k=1

H∑
l=1

Db
t∑

t′=Da
t

N∑
n=t′+1

xi jklnt′ + w1.

W∑
i=1

H−1∑
j=1

∑
n∈D′

ai jnDb
t +1

(3)
H∑

j′= j+1

∑
n′∈N\{n}

bi j′n′Db
t +1 ≤ ai jnDb

t +1 + (H − 1).(1 − bi jnDb
t +1)

∀i = 1, ...,W, j = 1, ....,H − 1, n ∈ D′
(4)

With strategies S6 and S7, we want to analyze the impact
of different intermediate bay layouts on the total number of re-
locations. The objective is to be able to determine layouts that
are advantageous with regard to unknown future retrievals. We
compare two cases: distribute containers evenly among stacks
and keep one stack empty. Again, only the initial layout for the
next iteration (the layout at periodDb

t + 1) is of interest.

Strategy S6: Distribute containers evenly among stacks
The objective is to distribute containers evenly among all

stacks to reduce the expected value EVR. We use integer vari-
ables ai jnt (introduced above) to count the number of containers
located above each container. The expected value EVR is iden-
tical to the total of allai jnt.

The objective function (5) penalizes the number of reloca-
tions and to minimize the expected value at periodDb

t + 1. Con-
straint (??) defines variables ai jnt for period Db

t + 1 for all con-
tainers.

min
W∑

i=1

H∑
j=2

W∑
k=1

H∑
l=1

Db
t∑

t′=Da
t

N∑
n=t′+1

xi jklnt′ + w1.

W∑
i=1

H−1∑
j=1

∑
n∈D′

ai jnDb
t +1

(5)
H∑

j′= j+1

∑
n′∈N\{n}

bi j′n′Db
t +1 ≤ ai jnDb

t +1 + (H − 1).(1 − bi jnDb
t +1)

∀i = 1, ...,W, j = 1, ....,H − 1, n = Db
t + 1, ...,N

(6)

Strategy S7: Keep one stack free
The objective is to obtain a layout with at least one empty

stack. This increases the expected value EVR. It might never-
theless be beneficial to have an empty stack to place containers
in the next iteration. We add integer variables fitand etto deter-
mine if at least one stack is empty.

fit =


0 i f stack i is empty at the beginning o f period t,

1 Otherwise;

et =


1 i f at least one stacki is empty at the beginning o f
period t,

0 Otherwise;

The objective function (7) penalizes the number of reloca-
tions and rewards an empty stack at periodDb− t+1. Constraint
(8) makes sure that fit equals 0 only if stack i is empty. Con-
straint (10) determines if at least one empty stack exists.

min
W∑

i=1

H∑
j=2

W∑
k=1

H∑
l=1

Db
t∑

t′=Da
t

N∑
n=t′+1

xi jklnt′ − w3.eDb
t +1 (7)

H∑
j′= j+1

∑
n′=Db

t +1

bi jnDb
t +1 ≤ H. fi,Db

t +1 ∀i = 1, ...,W (8)

W∑
i=1

fi,Db
t +1 + eDb

t +1 ≤ W (9)

Strategy S8: First-come, first served policy not necessary
We want to analyze the impact of being able to serve the

next D trucks in any order. This should decrease the number
of relocations. A container blocking a retrieval container may
itself be a retrieval container. In this case, it can be retrieved
directly, rather than being relocated. Until now we imposed,
that container n is retrieved at period n. Now, container n may
be retrieved at any period n − D + 1, . . . , n + D − 1.

The objective function (10) minimizes the number of relo-
cations. It takes into account that some containers n < t may
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be relocated at period t. Constraints (11) imposes that each
container is retrieved within its time window. Constraint (12)
makes sure that each container is retrieved exactly once. Vari-
ables xi jklntand bi jntfor n ≤ t have to be added to existing con-
straints. A part from this, constraints remain identical and are
not repeated here.

min
W∑

i=1

H∑
j=2

W∑
k=1

H∑
l=1

Db
t∑

t′=Da
t

N∑
n=t′−D+2

xi jklnt′ (10)

W∑
i=1

H∑
j=1

t+D−1∑
t′=t−D+1

yi jnt′ = 1 ∀n = 1, ...,N (11)

t+D−1∑
n=t−D+1

yi jnt = 1 ∀t = 1, ...,T (12)

4. Computational results.

We test strategies S1 to S8 on the instances sets 3-3, 3-4,
3-5, 3-6, 3-7, 3-8, 4-4, 4-5, 4-6, 4-7, 5-4 and 5-5 introduced
by Caserta et al. (2012) and hence on 12 · 40 = 480 instances.
All experiments are carried out on a computer with Inter(R)
Xeon(R) CPU clocked at 2.67GHz (dual core), 3.48GB RAM
and operating with Windows XP Professional. We limit the run
time to 60 minutes per instance. Cplex 12.1 is used to solve the
mixed integer programming models for S3 to S8.

Table1 summarizes the experimental settings. We test these
strategies with different look-ahead horizons D = 1, 2, 3, 5 and
7. For S5, we set D′ = D. We impose a strict hierarchy to i)
minimize the number of relocations per iteration and ii) opti-
mize the initial bay layout for the next iteration. Weights w1,
w2 and w3 are defined based on the following observations. A
relocation has a cost of 1. For S5, the maximum layout cost is
obtained if all D′ containers are located at height 1 and H −1
containers are located above. For S6, the maximum layout cost
is obtained if containers are stacked as high as possible. In this
case,

⌊
N
H

⌋
stacks contain H containers and one stack contains N

−H ·
⌊

N
H

⌋
containers. For S7, the maximum benefit from one

empty stack should be lower than the cost of one relocation.

Table 2 presents experimental results. It displays the num-
bers of solved instances (out of 480), the average numbers of
relocations and the average run times of service strategies S1 to
S8 for different look-ahead horizons D. Strategy SX-Y refers to
strategy X with look-ahead horizon Y.

Table 1: Experimental setting for evaluating relocation strate-
gies.

Source: Author.

Table 2: Performance of relocation strategies S1 to S8 for dif-
ferent look-ahead horizons.

Source: Author.

SX-Y represents service strategy X with look-ahead horizon
Y.

With strategies S1, S2, S3, S4, S5 and S7 all instances can
be solved. One instance cannot be solved with S6-7 and 20
instances cannot be solved with S8-3.

Run times for strategies S1, S2-1 and S2-2 are fast enough
to be applied in real-time at the terminal. For strategies S3 to
S7, run times per iteration increase for bigger look-ahead hori-
zons since the underlying models get bigger. But, for bigger
look-ahead horizons less iteration is necessary and the total run
time may decrease. If the truck travel time between the gate and
the loading and/or unloading area may be used to determine re-
location moves, run times per iteration for strategies S3 to S7
are also sufficient.

The numbers of relocations for all service strategies for dif-
ferent look-ahead horizons are presented in more detail in Fig-
ure 4. It also compares the dynamic results to the offline solu-
tion (Off) where the entire retrieval sequence is known in ad-
vance. The x-axis states the service strategy with the associated
look-ahead horizon. The y-axis indicates the number of relo-
cations. The box plots represent the number of relocations ob-
tained for 459 instances (those solved by all strategies). Every
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box plot indicates the median, the upper and lower quartiles and
outliers for one relocation strategy.

Relocation strategies S2 to S7 with limited knowledge on
future retrievals perform well.

They outperform the random relocation strategy S1, but can-
not reach the solution quality of the offline solution with com-
plete knowledge. For each strategy, the number of relocations
and their variances decrease when the look-ahead horizon in-
creases.

Comparing strategies S3 and S4 suggests that it is benefi-
cial to update relocation decisions every time new information
becomes available. However, results of S1, S2, S3 and S6 show
that for little information (D ≤ 3) seeking a leveled bay lay-
out may be more beneficial than updating relocation moves; for
more information (D = 5, D = 7) results are similar.

Results for S1, S2 and S6, also show that the benefit of
knowing more than the next 3 retrieval containers is limited.
Comparing results S5-3 (D + D′ = 6) with S3-5 and S3-7

(D = 5 and D = 7) shows that knowing the exact retrieval
order of far-away containers is of little benefit. Results of S7
show that keeping one stack empty decreases the solution qual-
ity since containers have to be stacked higher in the remaining
stacks. Results of S4-3 and S8-3 show that serving trucks in
any order rather than in FIFO order reduces the number of re-
locations.

Figure 4: Comparison of different relocation strategies for dif-
ferent look-ahead horizons.

Source: Author.

Conclusions.

This paper presented the dynamic container relocation prob-
lem that has not been addressed in literature yet. We introduced
the expected value of relocations EVR as an indicator to deter-
mine the quality of a bay layout with no information on future
retrievals.

We proved that EVR is minimal for balanced stack heights.
We presented different relocation strategies for partial knowl-

edge of the retrieval sequence.
We compared their solution qualities - indicated via the num-

ber of relocations for different look-ahead horizons. Results
were also compared to a random relocation strategy and to the
optimal offline solution obtained if the entire retrieval sequence

is known in advance. It appeared that relocation strategies per-
form well and outperform the random strategy, but cannot reach
the solution quality of the offline solution. Especially, strategies
trying to balance stack heights perform well. Run times seem
to be short enough to be applied at a terminal in real time.

To continue this work a more generic heuristic for D > 2
could be designed. This heuristic could try to balance stack
heights and to relocate known retrieval containers using relo-
cation rules from heuristic HC. It would also be interesting
to evaluate the competitiveness ratio of the leveling heuristic
to obtain more information on the worst case performance of
heuristic S2.

For strategies S5 and S6, the layout obtained among those
with the same number of relocations depends on cost param-
eters w1 and w2. The obtained layout strongly influences the
number of relocations in the subsequent periods since the so-
lution obtained at one iteration fixes the starting layout for the
next iteration. It would be interesting to test how the cost pa-
rameters influence the solution quality.

It would also be interesting to evaluate the impacts of in-
formation on future retrievals and of the point in time when
information becomes available (e.g., Wasesa et al.; 2011). This
would make it possible to evaluate the potential benefit of new
technologies providing the terminal with more details on truck
arrivals.

Another approach to tackle the dynamic version would be
stochastic programming to include uncertainty directly into the
model. The problem can also be extended to deal with dynamic
storage and retrieval requests simultaneously. In this case, the
problem is to decide in which order to serve trucks, where to
locate incoming containers and where to relocate blocking con-
tainers in order to minimize truck service times.
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